
Lecture 15

Gamma Function

The Gamma function, Γ(n), is useful for integration.

• Γ(n) =
∫∞
0

e−xxn−1dx
• For a positive integer n, Γ(n) = (n− 1)!
• A useful property is Γ(n) = (n− 1)Γ(n− 1)

• A general form:
∫∞
0

e−axxn−1dx = Γ(n)
an

Gamma Distribution

Let X ∼ G(α, β). The PDF is:

fX(x) =
1

Γ(α)βα
xα−1e−x/β, x > 0, α > 0, β > 0

The Gamma distribution is a family of distributions.

Special Cases

• When α = 1, the Gamma distribution becomes the Exponential distribution:

fX(x) =
1

Γ(1)β1
x1−1e−x/β =

1

β
e−x/β

• When α = 2:

fX(x) =
1

Γ(2)β2
x2−1e−x/β =

x

β2
e−x/β

Mean: E(X) = αβ

Moments and MGF

The hth moment for the exponential distribution is:

E(Xh) =
1

λ

∫ ∞

0

xhe−x/λdx

For the Gamma distribution:

• Mean: E(X) = αβ
• Second Moment: E(X2) = α(α + 1)β2

• Variance: V ar(X) = E(X2)− [E(X)]2 = αβ2

• MGF: MX(t) =
1

(1−βt)α
, for t < 1

β
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Chi-Square (χ2) Distribution

The Chi-square distribution is a special case of the Gamma distribution where α = ν/2 and
β = 2.

fX(x) =
1

Γ(ν/2)2ν/2
xν/2−1e−x/2, x ≥ 0

Here, ν is the degree of freedom.

• Mean: E(X) = ν
• Variance: V ar(X) = 2ν
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